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## **Requirements**

As a Product Owner, I struggled to decide which way to go, so we decided to ask other users for opinion. For the next few days, my team paired up and interviewed a group of users – every pair had to explain both designs to a random user, making sure we ask different users every time. This was an excellent exercise – our users felt that they had

Our project and/or scenario is to build centralized dashboard that will give single page view of all necessary information required by product owner. Product owner is responsible for entire project and needs to know lot many details than any one like developer and/or business analysts.

REFER:

<http://evo-cloud.github.io/hmake/quickguide/install/>

Here is the list of all the software's that we need to install to begin with:

### **Software**

All the software's:

* docker (1.6.0 or above)
* docker-compose (1.3.1+)
* docker-machine
* python 3.6 or above
* virtualenv (used by python)
* Flask (used by python)
* Linux VM - (We used Ubuntu 18.04 64 bit)
* git (for version control)
* skype (for communication)

### **Commands**

Here is the list of all commands:

sudo apt update

sudo apt upgrade

sudo apt dist-upgrade

sudo snap install docker

sudo apt install docker.io

sudo apt install docker-compose

sudo apt install python3

sudo apt install python-pip

sudo apt-get install apt-transport-https ca-certificates curl software-properties-common

sudo apt install virtualenv python3-flask

base=https://github.com/docker/machine/releases/download/v0.14.0

curl -L $base/docker-machine-$(uname -s)-$(uname -m) >/tmp/docker-machine

sudo install /tmp/docker-machine /usr/local/bin/docker-machine

sudo usermod -aG docker `$(whoami)`

### **Confirmation**

Confirming versions:

* $ docker --version
* Docker version 17.12.1-ce, build 7390fc6
* $ docker-compose --version
* docker-compose version 1.17.1, build unknown
* $ docker-machine --version
* docker-machine version 0.14.0, build 89b8332
* $ pip --version
* pip 9.0.1 from /usr/lib/python2.7/dist-packages (python 2.7)
* $ virtualenv --version
* 16.0.0
* $ flask --version
* Flask 1.0.2
* Python 2.7.15rc1 (default, Apr 15 2018, 21:51:34)
* [GCC 7.3.0]
* $ python3 --version
* Python 3.6.6

## **Why do we need dashboard?**

As a Product Owner, I struggled to decide which way to go, so we decided to ask other users for opinion. For the next few days, my team paired up and interviewed a group of users – every pair had to explain both designs to a random user, making sure we ask different users every time. This was an excellent exercise – our users felt that they had influence on the product development and we learnt a lot about the users. Win-win!

What we have here is a simple dashboard that will single single view of the project to the Product Owner:

Key benefits:

* Single view of builds and releases
* Single view of tests conducted
* Single view of stories completed.

## **Why do we need Docker?**

The short list of benefits includes:

* Faster development process
* Handy application encapsulation
* The same behavior on local machine / dev / staging / production servers
* Easy and clear monitoring
* Easy to scale

The following table gives a direct comparison between virtual machines and containers:

|  |  |
| --- | --- |
| Virtual Machines (VMs) | Containers |
| Represents hardware-level virtualization | Represents operating system virtualization |
| Heavyweight | Lightweight |
| Slow provisioning | Real-time provisioning and scalability |
| Limited performance | Native performance |
| Fully isolated and hence more secure | Process-level isolation and hence less secure |

### **Faster development process**

There is no need to install 3rd-party apps like PostgreSQL, Redis, Elasticsearch on the system – you can run it in containers. Docker also gives you the ability to run different versions of same application simultaneously. For example, say you need to do some manual data migration from an older version of Postgres to a newer version. You can have such a situation in micro-service architecture when you want to create a new micro-service with a new version of the 3rd-party software.

It could be quite complex to keep two different versions of the same app on one host OS. In this case, Docker containers could be a perfect solution – you receive isolated environments for your applications and 3rd-parties.

### **Handy application encapsulation**

You can deliver your application in one piece. Most programming languages, frameworks and all operating systems have their own packaging managers. And even if your application can be packed with its native package manager, it could be hard to create a port for another system.

Docker gives you a unified image format to distribute you applications across different host systems and cloud services. You can deliver your application in one piece with all the required dependencies (included in an image) ready to run.

### **Same behavior on local machine / dev / staging / production servers**

Docker can’t guarantee 100% dev / staging / production parity, because there is always the human factor. But it reduces to almost zero the probability of error caused by different versions of operating systems, system-dependencies, etc.

With right approach to building Docker images, your application will use the same base image with the same OS version and the required dependencies.

### **Easy and clear monitoring**

Out of the box, you have a unified way to read log files from all running containers. You don't need to remember all the specific paths where your app and its dependencies store log files and write custom hooks to handle this.   
You can integrate an [external logging driver](https://docs.docker.com/config/containers/logging/configure/" \l "supported-logging-drivers) and monitor your app log files in one place.

### **Easy to scale**

A correctly wrapped application will cover most of the [Twelve Factors](https://12factor.net/). By design, Docker forces you follow its core principles, such as configuration over environment variables, communication over TCP/UDP ports, etc. And if you’ve done your application right, it will be ready for scaling not only in Docker.

### **Supported platforms**

Docker’s native platform is Linux, as it’s based on features provided by the Linux kernel. However, you can still run it on macOS and Windows. The only difference is that on macOS and Windows, Docker is encapsulated into a tiny virtual machine. At the moment, Docker for macOS and Windows has reached a significant level of usability and feels more like a native app.

## **Terminology**

* **Container** – a running instance that encapsulates required software. Containers are always created from images. A container can expose ports and volumes to interact with other containers or/and the outer world. Containers can be easily killed / removed and re-created again in a very short time. Containers don't keep state.
* **Image** – the basic element for every container. When you create an image, every step is cached and can be reused ([Copy On Write model](https://en.wikipedia.org/wiki/Copy-on-write)). Depending on the image, it can take some time to build. Containers, on the other hand, can be started from images right away.
* **Port** – a TCP/UDP port in its original meaning. To keep things simple, let’s assume that ports can be exposed to the outer world (accessible from the host OS) or connected to other containers – i.e., accessible only from those containers and invisible to the outer world.
* **Volume** – can be described as a shared folder. Volumes are initialized when a container is created. Volumes are designed to persist data, independent of the container’s lifecycle.
* **Registry** – the server that stores Docker images. It can be compared to Github – you can pull an image from the registry to deploy it locally, and push locally built images to the registry.
* [**Docker Hub**](https://hub.docker.com/explore/) – a registry with web interface provided by Docker Inc. It stores a lot of Docker images with different software. Docker Hub is a source of the "official" Docker images made by the Docker team or in cooperation with the original software manufacturer (it doesn't necessary mean that these "original" images are from official software manufacturers). Official images list their potential vulnerabilities. This information is available to any logged-in user. There are both free and paid accounts available. You can have one private image per account and an infinite amount of public images for free. [**Docker Store**](https://store.docker.com/search?type=image&source=verified) – a service very similar to Docker Hub. It's a marketplace with ratings, reviews, etc. My personal opinion is that it's marketing stuff. I'm totally happy with Docker Hub.

## Example 1: flask compose sample (hello world)

In this tutorial you will learn how to create a simple Flask App with MongoDB integration, deploy and run it inside a docker container using docker Compose. Link to refer is => <http://containertutorials.com/docker-compose/flask-mongo-compose.html>

### **Required Software**

* docker (1.6.0 or above)
* docker-compose (1.3.1+)
* python 2.7 or above
* Linux VM - (We used ubuntu 14.04 64 bit)

### **Files to be created in the app**

├── app.py

├── docker-compose.yml

├── Dockerfile

├── README.md

├── requirements.txt

└── templates

└── todo.html

### **Create the Parent Directory**

Create a parent directory flask\_mongo\_compose\_sample

$ mkdir flask\_compose\_sample

$ cd flask\_compose\_sample

### **Flask Application**

Create a new file app.py and add the following python code

**import** **os**

**from** **flask** **import** Flask, redirect, url\_for, request, render\_template

**from** **pymongo** **import** MongoClient

app = Flask(\_\_name\_\_)

client = MongoClient(

os.environ['DB\_PORT\_27017\_TCP\_ADDR'],

27017)

db = client.tododb

**@app.route**('/')

**def** todo():

\_items = db.tododb.find()

items = [item **for** item **in** \_items]

**return** render\_template('todo.html', items=items)

**@app.route**('/new', methods=['POST'])

**def** new():

item\_doc = {

'name': request.form['name'],

'description': request.form['description']

}

db.tododb.insert\_one(item\_doc)

**return** redirect(url\_for('todo'))

**if** \_\_name\_\_ == "\_\_main\_\_":

app.run(host='0.0.0.0', debug=True)

### **Template file (Page that being displayed on browser)**

This file todo.html contains the Jinja template to display HTML. These will be stored in templatesfolder

<form action="/new" method="POST">

<input type="text" name="name"></input>

<input type="text" name="description"></input>

<input type="submit"></input>

</form>

{% for item in items %}

<h1> {{ item.name }} </h1>

<p> {{ item.description }} <p>

{% endfor %}

### **Requirements File**

Requirements file states the software required to be installed in the container. Create a file requirements.txt inside web folder

flask

pymongo

### **Docker File**

This file is needed to create a docker image and deploy it

FROM python:2.7

ADD . /todo

WORKDIR /todo

RUN pip install -r requirements.txt

### **Docker Compose File**

Go to the parent directory flask\_mongo\_compose\_sample and create a file docker-compose.yml. For each service there is a parent tag and child tags which specify

web

* Builds from the Dockerfile in the current directory.
* Forwards the exposed port 5000 on the container to port 5000 on the host machine..
* Mounts the current directory on the host to /todo inside the container allowing you to modify the code without having to rebuild the image.
* Links to the container name db which is the MongoDB container

db

* Creates a standard MongoDB container from the image mongo:3.0.2

web:

build: .

container\_name: "web"

command: python -u app.py

ports:

- "5000:5000"

volumes:

- .:/todo

links:

- db

db:

image: mongo:3.0.2

container\_name: "mongodb"

ports:

- "27017:27017"

command: mongod --smallfiles --logpath=/dev/null # --quiet

### **Build and Run the Service using Docker Compose**

Run the following command to build the docker image flask\_mongo\_compose\_sample from web directory and deploy is as a service

$ docker-compose build --force-rm

$ docker-compose up

You can go to the browser and open the url http://localhost:5000 to see the HTML rendered

### **Output**

**~/Public/flask\_compose\_sample$ docker-compose build --force-rm**

db uses an image, skipping

Building web

Step 1/4 : FROM python:2.7

---> 4ee4ea2f0113

Step 2/4 : ADD . /todo

---> Using cache

---> 49c2dabb5b22

Step 3/4 : WORKDIR /todo

---> Using cache

---> 9395ff6be88b

Step 4/4 : RUN pip install -r requirements.txt

---> Using cache

---> d5d19830267e

Successfully built d5d19830267e

Successfully tagged flaskcomposesample\_web:latest

**~/Public/flask\_compose\_sample$ docker-compose up**

Starting mongodb ...

Starting mongodb ... done

Starting web ...

Starting web ... done

Attaching to mongodb, web

web | \* Serving Flask app "app" (lazy loading)

web | \* Environment: production

web | WARNING: Do not use the development server in a production environment.

web | Use a production WSGI server instead.

web | \* Debug mode: on

web | \* Running on http://0.0.0.0:5000/ (Press CTRL+C to quit)

web | \* Restarting with stat

web | \* Debugger is active!

web | \* Debugger PIN: 120-130-453

## Example 2: flask compose sample (seeding)

In this tutorial you will learn how to create a simple Flask App with MongoDB integration, deploy and run it inside a docker container using docker Compose. Link to refer is => <http://containertutorials.com/docker-compose/flask-mongo-compose.html>

### **Required Software**

* docker (1.6.0 or above)
* docker-compose (1.3.1+)
* python 2.7 or above
* Linux VM - (We used ubuntu 14.04 64 bit)

### **Files to be created in the app**

<Ignore Blue folders>

**.**

├── **1.27.2-shared.sock**

├── app.py

├── **Backups**

│   └── workspaces.json

├── **Cache**

│   ├── data\_0

│   ├── data\_1

│   ├── data\_2

│   ├── data\_3

│   ├── f\_000001

│   ├── f\_000002

│   └── index

├── **CachedData**

│   └── **f46c4c469d6e6d8c46f268d1553c5dc4b475840f**

├── **CachedExtensions**

│   ├── builtin

│   └── user

├── Cookies

├── Cookies-journal

├── docker-compose.yml

├── Dockerfile

├── **GPUCache**

│   ├── data\_0

│   ├── data\_1

│   ├── data\_2

│   ├── data\_3

│   └── index

├── HOW TO BUILD DASHBOARD.docx

├── languagepacks.json

├── **Local Storage**

│   ├── file\_\_0.localstorage

│   └── file\_\_0.localstorage-journal

├── **logs**

│   ├── **20180930T230020**

│   └── **20181001T063854**

├── machineid

├── models.py

├── models.pyc

├── mongodb.dealers.json

├── mongorun.sh

├── Preferences

├── README.md

├── requirements.txt

├── seed.py

├── storage.json

├── **templates**

│   ├── todo.html

│   └── users.html

└── **User**

├── settings.json

├── **snippets**

└── **workspaceStorage**

14 directories, 38 files

### **Create the Parent Directory**

Create a parent directory flask\_mongo\_compose\_sample

$ mkdir flask\_compose\_sample

$ cd flask\_compose\_sample

### **Flask Application**

Create a new file app.py and add the following python code

import os

from flask import Flask, redirect, url\_for, request, render\_template

from pymongo import MongoClient

from random import randint

from pprint import pprint

import testdata

#Step 1: Start app

app = Flask(\_\_name\_\_)

#Step 2: Connect to MongoDB - Note: Change connection string as needed

client = MongoClient(

os.environ['DB\_PORT\_27017\_TCP\_ADDR'],

27017)

@app.route('/')

def todo():

db = client.tododb

\_items = db.tododb.find()

items = [item for item in \_items]

return render\_template('todo.html', items=items)

@app.route('/users')

def users():

db = client.tododb

\_users = db.users.find()

users = [users for users in \_users]

return render\_template('users.html', users=users)

@app.route('/new', methods=['POST'])

def new():

db = client.tododb

item\_doc = {

'name': request.form['name'],

'description': request.form['description']

}

db.tododb.insert\_one(item\_doc)

return redirect(url\_for('todo'))

if \_\_name\_\_ == "\_\_main\_\_":

app.run(host='0.0.0.0', debug=True)

### T**emplate file (Page that being displayed on browser)**

This file todo.html contains the Jinja template to display HTML. These will be stored in templatesfolder

<form action="/new" method="POST">

<input type="text" name="name"></input>

<input type="text" name="description"></input>

<input type="submit"></input>

</form>

{% for item in items %}

<h1> {{ item.name }} </h1>

<p> {{ item.description }} <p>

{% endfor %}

### **Template file (Page that being displayed on browser)**

1. This file users.html contains the Jinja template to display HTML. These will be stored in templatesfolder
2. <form action="/new" method="POST">

<input type="text" name="firstname"></input>

<input type="text" name="lastname"></input>

<input type="text" name="address"></input>

<input type="submit"></input>

</form>

{% for user in users %}

<h1> {{ user.firstname }} </h1>

<p> {{ user.lastname }} <p>

{% endfor %}

### **Requirements File**

Requirements file states the software required to be installed in the container. Create a file requirements.txt inside web folder

flask

pymongo

python-testdata

### **Models File**

Create a new file models.py and add the following python code

# Models declared

class Users(testdata.DictFactory):

id = testdata.CountingFactory(10)

firstname = testdata.FakeDataFactory('firstName')

lastname = testdata.FakeDataFactory('lastName')

address = testdata.FakeDataFactory('address')

age = testdata.RandomInteger(10, 30)

gender = testdata.RandomSelection(['female', 'male'])

### **Seeds File**

Create a new file seeds.py and add the following python code

import os

from pymongo import MongoClient

from random import randint

from pprint import pprint

import testdata

from models import Users

#Step 2: Connect to MongoDB - Note: Change connection string as needed

client = MongoClient(

os.environ['DB\_PORT\_27017\_TCP\_ADDR'],

27017)

# Issue the serverStatus command and print the results

db = client.tododb

def add\_users():

for user in Users().generate(10): # let say we only want 10 users

db.tododb.insert\_one(user)

print('finished creating business reviews')

if \_\_name\_\_ == '\_\_main\_\_':

add\_users()

### **Docker File (root)**

This file is needed to create a docker image and deploy it

FROM python:2.7

ADD . /todo

WORKDIR /todo

RUN chmod +x ./mongorun.sh

# Expose port #27017 from the container to the host

EXPOSE 27017

RUN pip install -r requirements.txt

ENTRYPOINT ["sh", "./mongorun.sh"]

### **Docker File (seed)**

This file is needed to create a docker image and deploy it

FROM mongo:3.0.2

COPY data.json /data.json

CMD mongoimport --db tododb --collection users --type json --file /data.json --jsonArray

### **Docker Compose File (root)**

Go to the parent directory flask\_mongo\_compose\_sample and create a file docker-compose.yml. For each service there is a parent tag and child tags which specify

web

* Builds from the Dockerfile in the current directory.
* Forwards the exposed port 5000 on the container to port 5000 on the host machine..
* Mounts the current directory on the host to /todo inside the container allowing you to modify the code without having to rebuild the image.
* Links to the container name db which is the MongoDB container

seed

* Creates a standard MongoDB container from the image mongo:3.0.2
* Data.json file will have all necessary details

db

* Creates a standard MongoDB container from the image mongo:3.0.2

web:

build: .

container\_name: "web"

command: python -u app.py

ports:

- "5000:5000"

volumes:

- .:/todo

links:

- seed

seed:

build: ./mongo-seed

links:

- db

db:

image: mongo:3.0.2

container\_name: "mongodb"

ports:

- "27017:27017"

command: mongod --smallfiles --logpath=/dev/null # --quiet

### **Seed Data (Json file)**

Following is the input data that will be used for seeding

[

{

"name": "Joe Smith",

"email": "jsmith@gmail.com",

"age": 40,

"admin": false

},

{

"name": "Jen Ford",

"email": "jford@gmail.com",

"age": 45,

"admin": true

}

]

### **Docker Compose File (root)**

1. web:
2. build: .
3. command: flask run
4. ports:
5. - 5000
6. volumes:
7. - .:/todo
8. lb:
9. image: dockercloud/haproxy
10. links:
11. - web
12. volumes:
13. - /var/run/docker.sock:/var/run/docker.sock
14. ports:
15. - 80:80

## **DockerCloud HAProxy**

1. For our HTTP Server we use HAProxy, but not the regular version of HAProxy, we use the version [docker uses in their cloud](https://github.com/docker/dockercloud-haproxy). That’s why we set an environment variable named SERVICE\_PORTS in our awesome service, because this is the ports that will be exposed to HAProxy (we can put multiple ports there by separating them with comma). We also set an environment variable named BALANCE to set the load balancing algorithm to be leastconn and not roundrobin (which is what set in default).

So, we don’t need to create hundreds of containers manually. We don’t need to place every container of our app in a different port. We don’t need to manually write our containers ip and port in ngninx/haproxy conf file. And we can do it with multiple servers (with docker swarm), with multiple services (with docker compose), update our application without downtime, and scale it up (or down) without downtime.

## Why do we want a Container Orchestration System?

Some of these necessary features include:

* Health Checks on the Containers
* Launching a fixed set of Containers for a particular Docker image
* Scaling the number of Containers up and down depending on the load
* Performing rolling update of software across containers
* and more…

Let us look at how we can do some of that using Docker Swarm. The Docker Documentation and tutorial for trying out Swarm mode has been excellent.

### **Build and Run the Service using Docker Compose**

Run the following command to build the docker image flask\_mongo\_compose\_sample from web directory and deploy is as a service

$ docker system prune

$ docker-compose build --force-rm --no-cache

$ docker-compose up

You can go to the browser and open the url http://localhost:5000 to see the HTML rendered

### **Output**

**~/Public/flask\_compose\_sample$ docker-compose build --force-rm**

db uses an image, skipping

Building web

Step 1/4 : FROM python:2.7

---> 4ee4ea2f0113

Step 2/4 : ADD . /todo

---> Using cache

---> 49c2dabb5b22

Step 3/4 : WORKDIR /todo

---> Using cache

---> 9395ff6be88b

Step 4/4 : RUN pip install -r requirements.txt

---> Using cache

---> d5d19830267e

Successfully built d5d19830267e

Successfully tagged flaskcomposesample\_web:latest

**~/Public/flask\_compose\_sample$ docker-compose up**

Starting mongodb ...

Starting mongodb ... done

Starting web ...

Starting web ... done

Attaching to mongodb, web

web | \* Serving Flask app "app" (lazy loading)

web | \* Environment: production

web | WARNING: Do not use the development server in a production environment.

web | Use a production WSGI server instead.

web | \* Debug mode: on

web | \* Running on http://0.0.0.0:5000/ (Press CTRL+C to quit)

web | \* Restarting with stat

web | \* Debugger is active!

web | \* Debugger PIN: 120-130-453

**How to scale Docker Containers with Docker-Compose**

You can find the contents of this demo on my [Github/vegasbrianc](https://github.com/vegasbrianc/docker-compose-demo) page

https://github.com/vegasbrianc/docker-compose-demo

Run the following command to build the docker image flask\_mongo\_compose\_sample from web directory and deploy is as a service

$ docker system prune

$ docker-compose build --force-rm --no-cache

$ docker-compose up -d --scale web=5

$ docker-compose ps

$ docker-compose logs

**$ docker-compose stop [To Stop]**

You can go to the browser and open the url **http://localhost:80** to see the HTML rendered

### **Output**

**$ docker-compose build**

Building web

Step 1/9 : FROM ubuntu:16.04

---> b9e15a5d1e1a

Step 2/9 : LABEL maintainer="AKIKO TAKANO / (Twitter: @akiko\_pusu)" description="Image to run Redmine simply with sqlite to try/review plugin."

---> Using cache

---> 87dc8825a0b5

Step 3/9 : RUN apt-get update && apt-get upgrade -y && apt-get install -y git python3 python3-dev python3-setuptools python3-pip nginx supervisor sqlite3 && pip3 install -U pip setuptools && rm -rf /var/lib/apt/lists/\*

---> Using cache

---> 326e2b9cc252

Step 4/9 : RUN pip3 install uwsgi

---> Using cache

---> 23d3c805eba3

Step 5/9 : ADD . /todo

---> cccc2034a79d

Step 6/9 : WORKDIR /todo

Removing intermediate container 2cbccf1408b6

---> ecb905a122cd

Step 7/9 : RUN pip install --upgrade pip

---> Running in 14a5419bd917

Requirement already up-to-date: pip in /usr/local/lib/python3.5/dist-packages (18.1)

Removing intermediate container 14a5419bd917

---> c0851b8074c7

Step 8/9 : RUN pip install -r requirements.txt

---> Running in 77222dc69ceb

Collecting flask (from -r requirements.txt (line 1))

Downloading https://files.pythonhosted.org/packages/7f/e7/08578774ed4536d3242b14dacb4696386634607af824ea997202cd0edb4b/Flask-1.0.2-py2.py3-none-any.whl (91kB)

Collecting flask-wtf (from -r requirements.txt (line 2))

Downloading https://files.pythonhosted.org/packages/60/3a/58c629472d10539ae5167dc7c1fecfa95dd7d0b7864623931e3776438a24/Flask\_WTF-0.14.2-py2.py3-none-any.whl

Collecting flask-sqlalchemy (from -r requirements.txt (line 3))

Downloading https://files.pythonhosted.org/packages/a1/44/294fb7f6bf49cc7224417cd0637018db9fee0729b4fe166e43e2bbb1f1c8/Flask\_SQLAlchemy-2.3.2-py2.py3-none-any.whl

Collecting flask-debugtoolbar (from -r requirements.txt (line 4))

Downloading https://files.pythonhosted.org/packages/c9/3c/309073df635148f3536a5ed67940fb9b51ca67c1d6d2debafb81533201f3/Flask\_DebugToolbar-0.10.1-py2.py3-none-any.whl (326kB)

Collecting flask-migrate (from -r requirements.txt (line 5))

Downloading https://files.pythonhosted.org/packages/59/97/f681c9e43d2e2ace4881fa588d847cc25f47cc98f7400e237805d20d6f79/Flask\_Migrate-2.2.1-py2.py3-none-any.whl

Collecting flask-login (from -r requirements.txt (line 6))

Downloading https://files.pythonhosted.org/packages/c1/ff/bd9a4d2d81bf0c07d9e53e8cd3d675c56553719bbefd372df69bf1b3c1e4/Flask-Login-0.4.1.tar.gz

Collecting flask-bcrypt (from -r requirements.txt (line 7))

Downloading https://files.pythonhosted.org/packages/1d/c0/6d4c04d007d72b355de24e7a223978d1a95732245f9e9becbf45d3024bf8/Flask-Bcrypt-0.7.1.tar.gz

Collecting Flask-Testing (from -r requirements.txt (line 8))

Downloading https://files.pythonhosted.org/packages/04/78/c8cd18b08f2f1ca3eaea56a3f2f53bc0d146f7c8faed8c64a93bc09e586a/Flask-Testing-0.7.1.tar.gz (43kB)

Collecting Flask-Cors (from -r requirements.txt (line 9))

Downloading https://files.pythonhosted.org/packages/d1/db/f3495569d5c3e2bdb9fb8a66c54503364abb6f35a9da2227cf5c9c50dc42/Flask\_Cors-3.0.6-py2.py3-none-any.whl

Collecting pymongo (from -r requirements.txt (line 10))

Downloading https://files.pythonhosted.org/packages/93/bf/d5234f8dc5eaae6d8391154f282dbefb7f82c2d8305af60cb5face86e880/pymongo-3.7.2-cp35-cp35m-manylinux1\_x86\_64.whl (408kB)

Collecting python-testdata (from -r requirements.txt (line 11))

Downloading https://files.pythonhosted.org/packages/87/f8/fa2cd76b1e6d153df1df139231f7906cca06ea811f8d6cf2c39e791a5d60/python-testdata-1.0.5.tar.gz

Collecting ForgeryPy3 (from -r requirements.txt (line 12))

Downloading https://files.pythonhosted.org/packages/d2/f4/6478b83693d09ac3c640195eea0d8f4db388c6bc5dd39a21fa23331cd60b/ForgeryPy3-0.3.1.tar.gz (47kB)

Collecting click>=5.1 (from flask->-r requirements.txt (line 1))

Downloading https://files.pythonhosted.org/packages/fa/37/45185cb5abbc30d7257104c434fe0b07e5a195a6847506c074527aa599ec/Click-7.0-py2.py3-none-any.whl (81kB)

Collecting itsdangerous>=0.24 (from flask->-r requirements.txt (line 1))

Downloading https://files.pythonhosted.org/packages/dc/b4/a60bcdba945c00f6d608d8975131ab3f25b22f2bcfe1dab221165194b2d4/itsdangerous-0.24.tar.gz (46kB)

Collecting Werkzeug>=0.14 (from flask->-r requirements.txt (line 1))

Downloading https://files.pythonhosted.org/packages/20/c4/12e3e56473e52375aa29c4764e70d1b8f3efa6682bef8d0aae04fe335243/Werkzeug-0.14.1-py2.py3-none-any.whl (322kB)

Collecting Jinja2>=2.10 (from flask->-r requirements.txt (line 1))

Downloading https://files.pythonhosted.org/packages/7f/ff/ae64bacdfc95f27a016a7bed8e8686763ba4d277a78ca76f32659220a731/Jinja2-2.10-py2.py3-none-any.whl (126kB)

Collecting WTForms (from flask-wtf->-r requirements.txt (line 2))

Downloading https://files.pythonhosted.org/packages/9f/c8/dac5dce9908df1d9d48ec0e26e2a250839fa36ea2c602cc4f85ccfeb5c65/WTForms-2.2.1-py2.py3-none-any.whl (166kB)

Collecting SQLAlchemy>=0.8.0 (from flask-sqlalchemy->-r requirements.txt (line 3))

Downloading https://files.pythonhosted.org/packages/25/c9/b0552098cee325425a61efdf380c51b5c721e459081c85bbb860f501c091/SQLAlchemy-1.2.12.tar.gz (5.6MB)

Collecting Blinker (from flask-debugtoolbar->-r requirements.txt (line 4))

Downloading https://files.pythonhosted.org/packages/1b/51/e2a9f3b757eb802f61dc1f2b09c8c99f6eb01cf06416c0671253536517b6/blinker-1.4.tar.gz (111kB)

Collecting alembic>=0.7 (from flask-migrate->-r requirements.txt (line 5))

Downloading https://files.pythonhosted.org/packages/96/c7/a4129db460c3e0ea8fea0c9eb5de6680d38ea6b6dcffcb88898ae42e170a/alembic-1.0.0-py2.py3-none-any.whl (158kB)

Collecting bcrypt (from flask-bcrypt->-r requirements.txt (line 7))

Downloading https://files.pythonhosted.org/packages/72/8d/57da727cbb4ddf0295b0665a93bd8f46fbbd2a48b76cbb0896ca7d27301f/bcrypt-3.1.4-cp35-cp35m-manylinux1\_x86\_64.whl (54kB)

Collecting Six (from Flask-Cors->-r requirements.txt (line 9))

Downloading https://files.pythonhosted.org/packages/67/4b/141a581104b1f6397bfa78ac9d43d8ad29a7ca43ea90a2d863fe3056e86a/six-1.11.0-py2.py3-none-any.whl

Collecting fake-factory==0.2 (from python-testdata->-r requirements.txt (line 11))

Downloading https://files.pythonhosted.org/packages/f3/7d/86666a3e1e2e0d3a7e1f56ab0bcb6b37f68e3ecae896c946c77291f3fcbe/fake-factory-0.2.tar.gz (61kB)

Collecting MarkupSafe>=0.23 (from Jinja2>=2.10->flask->-r requirements.txt (line 1))

Downloading https://files.pythonhosted.org/packages/4d/de/32d741db316d8fdb7680822dd37001ef7a448255de9699ab4bfcbdf4172b/MarkupSafe-1.0.tar.gz

Collecting python-editor>=0.3 (from alembic>=0.7->flask-migrate->-r requirements.txt (line 5))

Downloading https://files.pythonhosted.org/packages/65/1e/adf6e000ea5dc909aa420352d6ba37f16434c8a3c2fa030445411a1ed545/python-editor-1.0.3.tar.gz

Collecting python-dateutil (from alembic>=0.7->flask-migrate->-r requirements.txt (line 5))

Downloading https://files.pythonhosted.org/packages/cf/f5/af2b09c957ace60dcfac112b669c45c8c97e32f94aa8b56da4c6d1682825/python\_dateutil-2.7.3-py2.py3-none-any.whl (211kB)

Collecting Mako (from alembic>=0.7->flask-migrate->-r requirements.txt (line 5))

Downloading https://files.pythonhosted.org/packages/eb/f3/67579bb486517c0d49547f9697e36582cd19dafb5df9e687ed8e22de57fa/Mako-1.0.7.tar.gz (564kB)

Collecting cffi>=1.1 (from bcrypt->flask-bcrypt->-r requirements.txt (line 7))

Downloading https://files.pythonhosted.org/packages/59/cc/0e1635b4951021ef35f5c92b32c865ae605fac2a19d724fb6ff99d745c81/cffi-1.11.5-cp35-cp35m-manylinux1\_x86\_64.whl (420kB)

Collecting pycparser (from cffi>=1.1->bcrypt->flask-bcrypt->-r requirements.txt (line 7))

Downloading https://files.pythonhosted.org/packages/68/9e/49196946aee219aead1290e00d1e7fdeab8567783e83e1b9ab5585e6206a/pycparser-2.19.tar.gz (158kB)

Building wheels for collected packages: flask-login, flask-bcrypt, Flask-Testing, python-testdata, ForgeryPy3, itsdangerous, SQLAlchemy, Blinker, fake-factory, MarkupSafe, python-editor, Mako, pycparser

Running setup.py bdist\_wheel for flask-login: started

Running setup.py bdist\_wheel for flask-login: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/39/10/74/d68194e28d5f7a83de5f66e5b2deff5ccbb424fe45e6b0e927

Running setup.py bdist\_wheel for flask-bcrypt: started

Running setup.py bdist\_wheel for flask-bcrypt: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/39/14/f8/3be6cc331373428d6864911554a2a3d9af0e84acd4caa401d9

Running setup.py bdist\_wheel for Flask-Testing: started

Running setup.py bdist\_wheel for Flask-Testing: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/c0/60/a8/dbf20f30fbee518f6db9c3c539996cb29fb5d3f587c8a3f9e0

Running setup.py bdist\_wheel for python-testdata: started

Running setup.py bdist\_wheel for python-testdata: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/29/fb/80/77fe83c8c6732f6e0283e8ea7ad89f0bade847e8139018ba28

Running setup.py bdist\_wheel for ForgeryPy3: started

Running setup.py bdist\_wheel for ForgeryPy3: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/11/ba/a4/937c1ed70c509b6da96774412d40851f3a28d311127926f2ad

Running setup.py bdist\_wheel for itsdangerous: started

Running setup.py bdist\_wheel for itsdangerous: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/2c/4a/61/5599631c1554768c6290b08c02c72d7317910374ca602ff1e5

Running setup.py bdist\_wheel for SQLAlchemy: started

Running setup.py bdist\_wheel for SQLAlchemy: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/ed/bd/2e/d3874a6e97b8cc71e7e177c8d065ead30f67f380c4d9bbadaa

Running setup.py bdist\_wheel for Blinker: started

Running setup.py bdist\_wheel for Blinker: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/92/a0/00/8690a57883956a301d91cf4ec999cc0b258b01e3f548f86e89

Running setup.py bdist\_wheel for fake-factory: started

Running setup.py bdist\_wheel for fake-factory: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/f6/21/9f/165a8e21fc6e8c319eec50f56b575d3c0787e713d1e748c606

Running setup.py bdist\_wheel for MarkupSafe: started

Running setup.py bdist\_wheel for MarkupSafe: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/33/56/20/ebe49a5c612fffe1c5a632146b16596f9e64676768661e4e46

Running setup.py bdist\_wheel for python-editor: started

Running setup.py bdist\_wheel for python-editor: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/36/e0/98/ba386b125a00ea9dd52e2c16aa2ec0adbbd639b84bfe2e001d

Running setup.py bdist\_wheel for Mako: started

Running setup.py bdist\_wheel for Mako: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/15/35/25/dbcb848832ccb1a4b4ad23f529badfd3bce9bf88017f7ca510

Running setup.py bdist\_wheel for pycparser: started

Running setup.py bdist\_wheel for pycparser: finished with status 'done'

Stored in directory: /root/.cache/pip/wheels/f2/9a/90/de94f8556265ddc9d9c8b271b0f63e57b26fb1d67a45564511

Successfully built flask-login flask-bcrypt Flask-Testing python-testdata ForgeryPy3 itsdangerous SQLAlchemy Blinker fake-factory MarkupSafe python-editor Mako pycparser

Installing collected packages: click, itsdangerous, Werkzeug, MarkupSafe, Jinja2, flask, WTForms, flask-wtf, SQLAlchemy, flask-sqlalchemy, Blinker, flask-debugtoolbar, python-editor, Six, python-dateutil, Mako, alembic, flask-migrate, flask-login, pycparser, cffi, bcrypt, flask-bcrypt, Flask-Testing, Flask-Cors, pymongo, fake-factory, python-testdata, ForgeryPy3

Successfully installed Blinker-1.4 Flask-Cors-3.0.6 Flask-Testing-0.7.1 ForgeryPy3-0.3.1 Jinja2-2.10 Mako-1.0.7 MarkupSafe-1.0 SQLAlchemy-1.2.12 Six-1.11.0 WTForms-2.2.1 Werkzeug-0.14.1 alembic-1.0.0 bcrypt-3.1.4 cffi-1.11.5 click-7.0 fake-factory-0.2 flask-1.0.2 flask-bcrypt-0.7.1 flask-debugtoolbar-0.10.1 flask-login-0.4.1 flask-migrate-2.2.1 flask-sqlalchemy-2.3.2 flask-wtf-0.14.2 itsdangerous-0.24 pycparser-2.19 pymongo-3.7.2 python-dateutil-2.7.3 python-editor-1.0.3 python-testdata-1.0.5

Removing intermediate container 77222dc69ceb

---> 3d7f219a8e39

Step 9/9 : ENTRYPOINT ["sh", "./run.sh"]

---> Running in ff7a4c2582d2

Removing intermediate container ff7a4c2582d2

---> 803a664fc80a

Successfully built 803a664fc80a

Successfully tagged microblog05userlogins\_web:latest

lb uses an image, skipping

[dpanchal@dpanchal-Satellite-S55-A](mailto:dpanchal@dpanchal-Satellite-S55-A):~/Public/Docker/microblog/microblog-05-user-logins$

**$ docker-compose up -d --scale web=5**

Recreating microblog05userlogins\_web\_1 ...

Recreating microblog05userlogins\_web\_2 ...

Recreating microblog05userlogins\_web\_3 ...

Recreating microblog05userlogins\_web\_4 ...

Recreating microblog05userlogins\_web\_5 ...

Recreating microblog05userlogins\_web\_1 ... done

Recreating microblog05userlogins\_web\_2 ... done

Recreating microblog05userlogins\_web\_3 ... done

Recreating microblog05userlogins\_web\_4 ... done

Recreating microblog05userlogins\_web\_5 ... done

Recreating microblog05userlogins\_lb\_1 ...

Recreating microblog05userlogins\_lb\_1 ... done

**$ docker-compose ps**

Name Command State Ports

------------------------------------------------------------------------------------------------------------

microblog05userlogins\_lb\_1 /sbin/tini -- dockercloud- ... Up 1936/tcp, 443/tcp, 0.0.0.0:80->80/tcp

microblog05userlogins\_web\_1 sh ./run.sh flask run Up 0.0.0.0:32772->5000/tcp

microblog05userlogins\_web\_2 sh ./run.sh flask run Up 0.0.0.0:32768->5000/tcp

microblog05userlogins\_web\_3 sh ./run.sh flask run Up 0.0.0.0:32770->5000/tcp

microblog05userlogins\_web\_4 sh ./run.sh flask run Up 0.0.0.0:32771->5000/tcp

microblog05userlogins\_web\_5 sh ./run.sh flask run Up 0.0.0.0:32769->5000/tcp

dpanchal@dpanchal-Satellite-S55-A:~/Public/Docker/microblog/microblog-05-user-logins$ ^C

dpanchal@dpanchal-Satellite-S55-A:~/Public/Docker/microblog/microblog-05-user-logins$

## Docker way

Docker has some restrictions and requirements, depending on the architecture of your system (applications that you pack into containers). You can ignore these requirements or find some workarounds, but in this case, you won't get all the benefits of using Docker. My strong advice is to follow these recommendations:

* **1 application = 1 container**.
* Run the process in the **foreground** (don't use systemd, upstart or any other similar tools).
* **Keep data out of containers** – use volumes.
* **Do not use SSH** (if you need to step into container, you can use the docker exec command).
* **Avoid manual configurations** (or actions) inside container.

## Cheat Sheet

**Clean-Up:**

* docker image prune -a
* docker container prune -a
* docker system prune -a

https://caylent.com/docker-commands-cheat-sheet/

## Conclusion

To summarize this tutorial, alongside with IDE and Git, Docker has become a must-have developer tool. It's a production-ready tool with a rich and mature infrastructure.

Docker can be used on all types of projects, regardless of size and complexity. In the beginning, you can start with [compose](https://docs.docker.com/compose/overview/) and [Swarm](https://docs.docker.com/engine/swarm/). When the project grows, you can migrate to cloud services like [Amazon Container Services](https://aws.amazon.com/containers/) or [Kubernetes](https://kubernetes.io/).

Like standard containers used in cargo transportation, wrapping your code in Docker containers will help you build faster and more efficient CI/CD processes. This is not just another technological trend promoted by a bunch of geeks – it's a new paradigm that is already being used in the architecture of large companies like [PayPal](https://blog.docker.com/2017/12/containers-at-paypal/), [Visa](https://blog.docker.com/2017/04/visa-inc-gains-speed-operational-efficiency-docker-enterprise-edition/), [Swisscom](https://www.docker.com/customers/swisscom-goes-400vms-20vms-docker), [General Electric](https://www.docker.com/customers/ge-uses-docker-enable-self-service-their-developers), [Splink](https://www.docker.com/customers/docker-datacenter-delivers-splunks-house-demos), etc.
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